
RL CHALLENGE
CartPole - Thomas Loux



CARTPOLE
ENVIRONMENT

Purpose : controle the system to
make it stable
Actions : push left, right or do
nothing
State : position, velocity, angle
and angular speed 
Position and angular limits 



TIMELINE

Get familiar
with gym

Try two
solutions
Q Table and Deep Q-
Learning

Compare
with non RL
solutions
Random, do-nothing
policies 

Try
improvement
Aiming at improving
stability, convergence,
training time 



Two main approaches
It's a continuous state problem !

We can either discretise the problem or try to
approach the expected reward function using
machine learning 



Q-Table - principles
Discretization
Update using the Bellman-equation



Q-Table - Result



Find the best hyperparameters



Fast training
Easy to implement
Need to the wisely choose hyperparameters
(more generally true in RL)



Deep Q-Learning - principles
Use of machine learning to estimate Q-function
Recall learning from past experience 
Bellman equation



The difficult part :
Ensure the Q-value convergence to the optimal policy
While using only an approximation of the Q value, which I also want to
convergence

Risk of instability 



Main idea : experience replay to fit the neural network 



Deep Q-Learning - Result



Catastrophic forgetting
Long training time (2 hours) 



Why it works
The problem can be approximated by a linear function when the angle is
small  
The angular momentum is a concave function with a small derivative
(when angle is small). The discrete approach is then possible.



Other non-RL policies



Other non-RL policies
Steps survived - angle-speed-focused policy



Other non-RL policies
Steps survived - angle-speed-focused policy



Further improvements

Asynchronious episodes
Better models (Actor-critic)
Provide efficient policy to
learn in the first place 


